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Skibotn, Norway
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About80% ready
Installation 1s still under discussions:

Skibotn Autumn 20 or Spring 21



il

o

) '."f-r-"‘": 2@y

NS D

wo different models ordered:
* With high power limiters to Skibotn

 Low Iinput power version to only
receiver sites, 119 ready
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Component shortages delayed the
next serial production until April 22
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Transmitters, SAT

Component shortages delayed
- the serial production
i 5 First 30 devices: August 21

' Rest: Spring 22
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‘~' serial production has been
‘. delayed until August 2021
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Real |
data

Simulated
data

Kiruna Test Setup

ey RINQDUTTEr
e 5 SSBF

Radar controller

Jupyter
Darabase

Data files
dCache

We have built a complete test setup
iInto EISCAT Kiruna site. We can
develop and test full E3D software
stack here before any E3D site is
ready.

e AMD EPYC server for real-time
data flow,

* Intel server for supportive tasks

* Intel server for storage.

* Two AMD Ryzen PC for simulators.



User

- 3D Operationg
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Calendar | 7 Experiment
Grid S Cycle
Timing settings—{ Time Slice
System
Scheduler —p Tasks

Events

User All, 125000 /isec

North (km)

System has been developed from HW up
and we are finally coming to phase where
we need to think how different type of
users are interacting with E3D radar.



User All, 125000 ;:sec

High level user interface should have
means to define a volume and functions
to calculate best way to scan that.

800 -
700 -
600 -

500 -,

Libraries should show defined scan and €

Alt (

inform any errors in the schema. 300 - :
This grid should then be output as a 100 -
description (e.g., in json format) with 5

corresponding wide beams pointing
directions and narrow beam offsets.

North (km)
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Mum ber of
samples
=kibotn
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Minimum akitude

=tart time
=kibotn

High level libraries should break the

- designed scan to Time Slices which
. can be then coded to machine
- commands.

- This is also interface for experienced
- user and for machine development.



Catastream Kares b2

Time Slices are then
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Query database for events

\ / One instance per beam, both pol
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from task id
DATABASE
Set status
. One machine expected to handles one beam, both pol. Currently everything is on REBF machine
Task notifier
Rabbit maq, /_ One instance per beam and polarisation
task id to run
* Rust mpsc: where Rabbit mg, SSBF / IM
data is on RB:s ] dataproduct ready
PSCU server FSRU server Ringbuffer | = = = = = - Beamfoming Imaging
J J
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Command Command C Input and output to / from
over TCP over UDP computation events.
MEMORY
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PSCUs i\ FSRU(s) Ringbuffer ll
LS per FSRU file on ishm/

Data over UDP

"Export” event to
write files to disk
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